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ABSTRACT

World Health Organization publications disclose that breast cancer
is one of the most common diseases amongst the women, and that it
has a high death rate. Its prevalence is growing in developing nations,
where the vast majority of cases are discovered late in the disease’s
development. Preventing this malignancy may be accomplished with
safeguards and frequent examinations. Aside from that, early detec-
tion of the illness may be beneficial in terms of battling the condition.
This deep learning algorithm is a strong approach for identifying fea-
tures about the breast mass that are often not visible to the human
eye through deep learning analysis of the mammogram. The algo-
rithm will then be evaluated through various metrics to validate on
its accuracy. Deep learning is a technology that will be used in this
project. The algorithm intends to help cancer firm research centres in
Kenya and globally in quicker grouping, identification and aid doctors
in quicker diagnosis and research.

Keywords: Breast cancer,Deep Learning, WHO,Health,Machine learning,
Africa.
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1 INTRODUCTION

1.1 Background

Cancer of the breast is one of the primary reasons why women lose their
lives. The treatment of malignant cancer in tissue has led to a significant
increase in the number of visual examinations for Cancer of the breast In the
field of cancer research, the categorization of The diagnosis of cancer requires
the examination of tissue samples[1]. This can be accomplished through the
utilization of quantitative inference and extraction models to prevent further
degradation of the tissue growth. The anatomical classification of the tissues
that surround the malignant cancer cells can differentiate into benign and
malignant cells predicting categories is an extremely difficult and challenging
task using data mining algorithms. A fictional story is presented herein
quantitative inferences can be made about breast cancer tissues explored by
using a mechanism with only partial supervision. The records in the dataset
are examined using a semi-supervised method grouped using the method of
starting with the most distant members. The grouped together The use of
an artificial neural network is employed to classify the records and classifiers
based on Naive Bayesian-ism. The strategy that was suggested is assessed
through the utilization of k-fold cross validation [1].

According to the Ministry of health (MOH) in Kenya, After infectious
diseases and cardiovascular conditions, cancer is the third biggest cause
of mortality worldwide. In 2018, it was anticipated that there would be
47 887 new cases of cancer diagnosed each year, while the number of deaths
caused by cancer would total 32,987.Breast, cervical, and oesophageal can-
cers are the most prevalent forms of the disease in females, whereas colorectal,
prostate, and esophageal cancers are the most prevalent forms of the disease
in males.On Figure 1: Figure 1.1, Oesophageal cancer is the primary cause of
death from cancer in Kenya, accounting for 13.2% (4,351 deaths) of the coun-
try’s overall cancer mortality rate wheres Figure 2: Figure 1.2 shows that
Breast cancer is the third largest cause of death from cancer, accounting for
7.7% (2,553 fatalities), whereas cervical cancer is the second greatest cause of
death from cancer, accounting for 10% (3,266 deaths) (GLOBOCAN, 2018).

According to [26] Cancer of the breast is the most prevalent form of the
disease in females. It is estimated that 2.3 million people around the world
are newly diagnosed with BC every single year. On the basis of the levels
of mRNA gene expression, breast cancer can be broken down into a number
of different molecular subtypes. These molecular subtypes provide insights
into new treatment strategies and patient stratifications, both of which have
an effect on the management of breast cancer patients. This review provides



an overview of the epidemiology of breast cancer, including risk factors, clas-
sification, and molecular types, with an emphasis on prognostic biomarkers
and possible treatment modalities.

Carcinogenesis, which can take place in any cell, tissue, or organ, is char-
acterized by six major hallmarks and can lead to the pathological alterations
that cause a wide variety of cancers. These alterations can be fatal [26]. The
ability to evade apoptosis, limitless capacity to divide, enhanced angiogen-
esis, resistance to anti-growth signals and induction of own growth signals,
and the capacity to metastasize are the primary mechanisms that enable
its progression . Carcinogenesis is a multifactoral process that is primarily
stimulated by both genetic predispositions and environmental causes. Car-
cinogenesis is a term that refers to the development of cancer. The alarmingly
high number of deaths that can be attributed to cancer continues to rise each
year, solidifying their position as one of the leading causes of death across
the globe. Even though a significant number of cancers do not always have
to result in death, they still significantly reduce the quality of life and require
significantly higher costs in general[26].
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Figure 1: Figure 1.1

Late-stage presentation, when it is difficult to find a cure, is a common
problem in Kenya, as it is in numerous LMICs (WHO, 2018b), when treat-
ment and diagnostic services are poor or non-existent. This is the case in
Kenya as well (WHO, 2017). According to research conducted at Kenyatta
National Hospital between 2014 and 2016, around 64% of cancer patients
were diagnosed at stage III or stage IV, which is when it is extremely chal-
lenging to find a treatment that would cure the disease. Registration and
surveillance of cancer in Kenya have not been doing as well as they should.
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Figure 2: Figure 1.2

Eldoret and Nairobi each have their own regional population-based cancer
registries, and together they cover approximately 10% of Kenya’s total pop-
ulation. These registries are currently in operation. When it comes to malig-
nancies that affect children, a lack of information and stigma among parents,
guardians, and caregivers leads to patients presenting themselves to cancer
treatment centers later than they should[3]. Diagnostic facilities with found
to be ineffective, personnel, and consumables are one of the many factors
that contribute to poor outcomes. Other contributing factors include other
aspects.

The cancer load can be greatly decreased with early detection and care of
precancerous diseases. While around one-third to one-half of all malignan-
cies can be avoided, this percentage can be increased. On the other hand,
relatively few people in Kenya take advantage of screening services. For in-
stance, just 16 percent of women aged 30 to 49 get screened for cervical
cancer, which is a far lower rate than the 47 percent of women who are aware
that screening programs are available. It is regrettable that this is the case
given that screening can discover early stages of several of the most common
malignancies|[4].

Prevention, early detection, and screening for cancer are the three primary
priorities of the Kenya National Cancer Control Strategy (NCCS) 2017-2022.
An early diagnosis can lead to improved treatment outcomes, less morbidity,
and even reduced overall expenses associated with therapy. It is possible to
accomplish this through the use of screening and early diagnosis. Screening
can enhance the likelihood of finding cancer in its early stages in certain types
of the disease. When appropriate tests are used in a competent manner and
quality assurance is implemented, screening programs have the potential to
be helpful for specific malignancies. This is followed by linkage to diagnostic



and treatment services [5].

Cancer that is detected in its early stages has a far better chance of re-
sponding favorably to treatment and of being cured entirely. An intervention
known as secondary prevention is referred to as early detection when it en-
tails the discovery of a disease at an early, pre-symptomatic stage when a
patient would not have any reason to seek medical attention[5].

In Kenya, where the majority of patients present at more late stages of
disease, this is an essential public health initiative that has the potential
to have a significant impact. Its primary objective is to find symptomatic
patients as early as possible by recognizing possible warning indications of
cancer in order to take quick action. This can be accomplished by recognizing
possible warning indicators of cancer. It is feasible to accomplish this goal
through education, which can raise people’s awareness of the probable warn-
ing symptoms of cancer among health care practitioners as well as among
the general population. The provision of care at the earliest possible time is
intended to achieve the goal of improving treatment outcomes [5].

The table Figure 1 Table 1 that follows provides a list of signs and symp-
toms that are connected with certain malignancies and that can assist in
the early detection of these tumors. These should be recognized as proba-
ble warning symptoms of cancer by health care providers, and urgent action
should be taken to diagnosis these malignancies at an earlier stage[5].



CANCER SIGNS & SYMPTOMS

Cervix Post-coital bleeding, excessive vaginal discharge

Breast Lump in the breast, asymmetry, skin retraction, recent nipple
retraction, blood-stained nipple discharge, eczematous changes in
areola

Colorectal Change in bowel habits, unexplained weight loss, anaemia, blood
in the stool

Stomach Upper abdominal pain, recent onset of indigestion, weight loss

Urinary bladder Pain, frequent and uneasy urination, blood in urine

Prostate Difficulty in urination, frequent nocturnal urination

Head & neck Lump in nose, throat, or neck (with or without pain), persistent

cancers sore throat, difficulty swallowing (dysphagia), persistent cough,
hoarseness or change in voice, ear pain or hearing loss, persistent
headaches, persistent bad breath not exgained by hygiene, nasal
obstruction or persistent congestion, difficulty breathing, frequent
nose bleeding or unusual discharge,

Oral cavity White lesions (leukoplakia) or red lesions (erythroplakia), growth or
ulceration in mouth

Retinoblastoma White spot in the pupil, convergent strabismus (in a child)

Figure 3: Table 1

1.2 Mammography

Mammography is a diagnostic method that creates an image of the breast
by subjecting it to a low dosage of radiation in order to produce an image of
it in a manner that is very similar to an x-ray. The result of this procedure
is a mammogram. Mammograms are recognized as an essential tool for the
early detection of abnormalities in women’s breasts because they can show
minuscule changes that are typically undetected by simple palpation or breast
self-examination. This makes mammograms an essential instrument for the
early detection of abnormalities in the breasts of women|6].

Mammogram can be used to examine symptomatic individuals, which is
called diagnostic mammography, as well as to screen asymptomatic women
for breast cancer (selected age groups)[7].One or more usually two views of
each breast are obtained during a standard mammographic screening exam-
ination. These views are referred to as CC and MLO [7]. Figure 4: Figure b
shows am MLO with a view of the subscapularis muscle, and there are some
distinct benign nocs present.



Figure 4: Figure b

Outpatient procedures such as mammography are typically carried out
in a hospital or clinic laboratory setting. The steps to complete the process
are as follows:In the room where the mammogram is being performed, the
technician will inquire about the patient’s personal and medical history. Pa-
tients are required to provide pertinent medical history when asked whether
they have felt any lumps in their breasts, have recently undergone breast
surgery, or have breast implants. In order to differentiate the breasts in the
photographs, the technician will place adhesives on the genitals and other
markings (such as birth marks) on the breasts|§].

After that, the patient will be instructed on how to place her breasts
on the mammography machine. To alleviate the patient’s suffering, there
is a specialized platform that can be moved to different positions and is
adjustable according to the patient’s height. After providing support by
placing the breast on top of this, the breast will next be squeezed using two
flat, transparent panels. After that, a series of photographs of each breast from



a variety of angles will be shot. As soon as the photos have been obtained,
the device will release the breast, and then it will begin the process all over
again with the other breast. The amount of views that are taken will be
determined by whether or not there are any abnormalities that need to be
investigated, as well as whether or not the doctor has ordered an angle that
is routinely available[8].

After the technician has obtained the necessary number of photos, the
procedure is considered complete. After that, the patient is discharged and
given an appointment to return for a follow-up appointment at which the
results of the examination will be explained. Patients are urged to do the fol-
lowing things in order to ensure that the surgery is carried out correctly:Since
mammograms might cause some discomfort, it is best to schedule the proce-
dure during a time when the patient’s breasts are less sensitive, such as at
least one week after or prior to the start of their period.On the day of the
mammography, refrain from applying deodorant, lotion, or body powder be-
cause these items have the potential to appear as calcium spots on the scan.
Ask them whether they would rather have a female technician perform the
procedure or whether they would be okay with a man technician performing
it.Please bring any past mammograms for comparison. Mention to the tech-
nician whether or not the patient has breast augmentation so that they can
keep track of it[6].



Using machine learning and other approaches, the writers of this study
article [13] gathered data from ten separate breast cancer studies. When a
breast tumor spreads to other parts of the body, the condition is known as
breast cancer. Breast cancer is the most prevalent cancer in women world-
wide, and its prevalence is increasing in developing countries, where the vast
majority of cases are diagnosed at a late stage. Cancer can develop in either
one or both breasts and can begin in either one or both of them if abnormal
cell division occurs. According to the graph, breast cancer affects virtually
exclusively women and men [13].Breast cancer can begin in a variety of breast
sites. The breast is a female reproductive organ that rests on top of the up-
per ribs and chest muscles. Each booby has ducts, ducts, and fatty tissue.
There are two boobies, one on each side. Each side possesses two boobs [13].
The mammary gland produces and secretes milk which is used to nurture
neonates and infants. The degree of fatty tissue in each breast dictates the
unique size of each breast. The global cancer burden is increasing, putting
a pressure on the health-care systems at every socio - economic level[13].
After infectious diseases and cardiovascular disease, cancer is Kenya’s third
largest cause of death. According to the 2018 GLOBOCAN report by the
International World Cancer Research fund, there are around 47,887 new in-
stances of cancer recorded year, with 32,987 fatalities (IARC). Compared to
the previous study, which expected 37,000 new cases of cancer every year in
2012, with a death rate of 28,500 cases every year in 2012, this is an increase
of almost 45 percent in frequency [13].

On the other hand, types of cancer of the breast, cervix uteri (womb),
oropharynx (food pipe), bladder (prostate cancer), and colon and rectum
(colorectum) are the most ubiquitous both in males and women of all ages,
with testicular cancer being its leading reason for cancer-related deaths, sup-
plemented by bony cancer and breast cancer. It’s vital to be aware that
the majority of hyperplastic mammary are not malignant but rather benign
growths (malignant) (malignant) [25].Cancer cells clinical features are ma-
lignant benign tumors that do not spread outside the chest and are therefore
categorized as noncancerous. Although benign emphysematous breasts are
not fatal, they may raise a woman’s chance of developing breast cancer in
the future. If you discover a tumor or change in your breast, consult a health
care provider to determine whether it is malignant or benign (cancer), or
whether it may raise your chance of having cancer in the future.

When classifying cancers, neoplasia are typically sorted into subtypes
according to their degree of metastasis or lack thereof. One or more vari-
ables predicted by a classification system are corroborated by the presence of
characteristics with the opposite distribution. Data processing software is re-
quired to put the classification strategies into action. Categorization is used



to determine which treatment option will be the least complicated. Classi-
fication is vital because it provides a framework for scientists to recognize,
arrange, and name species according to agreed-upon criteria. Classification
methods and clustering methods are two widely used approaches in the world
of data processing [16].

Clustering techniques must first extract information from a data set and
characterize the data set before they can generate knowledge clusters from
it. Classification, also known as supervised learning in computer vision, is
a method that aims to classify novel events by learning patterns and classes
from the input set, and then making predictions based on the classification.
The terms "training set” and "test set” are frequently heard while discussing
classification jobs. The test set is used to assess the classifier’s efficacy once it
has been developed using the training set. Categorization can be an arduous
optimization problem to resolve in some scenarios. Researchers are employing
numerous machine learning strategies in an effort to classify these datasets
[17].

Notable algorithms for classifying and predicting breast cancer include:
neural networks, randomized forests, support vector machines, and others.
The scientific community is constantly on the lookout for the simplest ap-
proach that will yield the most precise classification result; yet, data of varied
reliability will also have an effect on the classification result. The number of
times an algorithm is used will also be affected by the lack of data. With
early detection, not only do patients have a better chance of survival, but
they also have a wider range of treatment options to choose from. When
detected within the first 5 years of the cancer’s development, the survival
percentage for women with breast cancer is 93% or higher. Getting regular
checkups could provide you peace of mind about your health. Deaths could
be prevented with early cancer detection[18].

1.3 Problem Formulation

World Health Organization publications disclose that breast cancer is one of
the most common diseases amongst the women, and that it has a high death
rate. Its prevalence is growing in developing nations, where the vast majority
of cases are discovered late in the disease’s development. Preventing this
malignancy may be accomplished with safeguards and frequent examinations.
Aside from that, early detection of the illness may be beneficial in terms of
battling the condition. This deep learning algorithm is a strong approach
for identifying features about the breast mass that are often not visible to
the human eye through deep learning analysis of the mammogram. The
algorithm will then be evaluated through various metrics to validate on its



accuracy. Deep learning is a technology that was used in this project. The
algorithm intends to help cancer firm research centres in Kenya and globally
in quicker grouping, identification and aid doctors in quicker diagnosis and
research.

1.4 Problem Limitations

The major limitations in the development and deployment of the project will
be; People adjusting to a computerised systems and Lack of smart devices
among various research firms in Kenya.

10



1.5 Research Objectives

e Increase the level of collaboration and interdisciplinary care provided
to breast cancer patients in Breast Units.

providing a unified, multidisciplinary, multi-scale holistic view of the
patient (digital patient) and its current needs; allowing for the handling
of a vast amount of information that is heterogeneous, multi-scale, dy-
namic, and timely; and allowing for the handling of the information
that is generated during the course of treatment. through the provi-
sion of a web-based Software as a Service (SaaS) collaboration environ-
ment that includes enhanced intuitive visual exploration interfaces for
the purpose of analyzing, contrasting, and presenting the patient case
based on a complicated digital breast cancer patient model.

e Utilizing unusual or previously undiscovered sources of data

imaging, genetic and biological data, data on the administration of
therapeutics, risk factors, or environmental or social aspects that are
not used or under exploited in clinical practice but may have important
prognostic or diagnostic value and may impact decision making may
be examples of such information. By creating a complex digital breast
cancer patient (DBCP) model that represents the case, incorporating
all of this data in a structured way for agile exploration and case por-
trayal, as well as instinctive data mining and visualization tools that
are capable of retrieving and comparing similar cases and testing the
impact of some of these parameters on retrospective data, evaluating
its potential decision- making value as well as influence.

e Utilizing the vast amounts of information that are available from stan-
dard imaging examinations

both diagnostic and prognostic value through the provision of quanti-
tative imaging biomarkers that are both helpful and objective. These
can be computed and compared not just over the course of treat-
ment but also between different cases, making use of the data that
has been obtained in retrospective cases that have previously been re-
solved. Through the creation of highly automated and advanced medi-
cal image-analysis techniques, which will be integrated into web-based
medical image patch analysis tools or as virtualized batch systems.
These tools and processes will be accessible over the internet.

e The development of methods for the visual evaluation of the potential
aesthetic results of Female Conservative Treatment

11



enhancing the connection between both the patients and the surgeons,
and having the potential to have repercussions in the reduction of sub-
sequent interventions or in the prognostic effects of therapeutic com-
pounds, such as radiation or systematic treatments By incorporating,
adapting, and tweaking an existing patient-specific multi-scale phar-
macological model of BCT, which couples a genetic model of wound
healing to a modeling method of the glandular tissue, and which may
also combine the effects of systemic and RT treatments. This model
couples a biological model of healing process to a mechanical model of
the breast tissues.

Offer judgment help

Because to the wide variety of possible treatments for PBC (including
surgical alternatives, radiation therapy (RT) treatments, and (neo) ad-
jutant systemic therapies), By constructing a decision support system
(DSS) that is based on a complex understand model that evolves by
trying to incorporate the experience of the clinical team on past in-
stances, decisions, and outcomes (defined by the DBCP data model),
forecasts about treatment outcome (i.e. from the models), and the
opinion and context knowledge of the patient.

12
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