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INTISARI

PERBANDINGAN METODE REGRESI ROBUST ESTIMASI M DENGAN
PEMBOBOT TUKEY BISQUARE DAN ESTIMASI LTS DALAM

MENGATASI OUTLIER

(Studi Kasus: Faktor yang Mempengaruhi Indeks Pembangunan Manusia di Jawa

Tengah pada Tahun 2024)

EDIA HESTININGTIAS

21106010068

Penelitian ini bertujuan untuk menganalisis efektivitas metode regresi robust
dalam menangani pencilan (outlier) pada pemodelan Indeks Pembangunan Manu-
sia (IPM) di provinsi Jawa Tengah tahun 2024. Variabel dependen yang digunakan
adalah IPM (Y) dengan variabel independen meliputi Harapan Lama Sekolah (X)),
Rata-rata Lama Sekolah (X5), Angka Harapan Hidup (X3), dan Pengeluaran Riil
Perkapita (X,) berdasarkan Kabupaten/Kota di Provinsi Jawa Tengah tahun 2024.
Analisis dilakukan menggunakan Metode Kuadrat Terkecil (OLS), Estimasi M de-
ngan pembobot Tukey Bisquare, dan Estimasi Least Trimmed Squares (LTS), se-
telah sebelumnya diuji asumsi klasik dan dilakukan deteksi outlier menggunakan
leverage, DFFITS, Cook’s Distance, dan R-Student. Hasil penelitian menunjukkan
bahwa metode OLS memiliki nilai Residual Standard Error (RSE) terbesar sebe-
sar 0,1443, sedangkan Estimasi M dengan pembobot Tukey Bisquare menghasilkan
RSE lebih kecil yaitu 0,1171. Metode LTS memberikan performa terbaik dengan
nilai RSE terkecil sebesar 0,05997 dan nilai determinasi tertinggi sebesar 0,9996.
Dengan demikian, metode LTS merupakan metode paling optimal dalam mengata-
si pencilan pada data [PM dan menghasilkan model regresi yang lebih stabil serta
akurat.

Kata kunci: regresi robust, Estimasi M, Estimasi LTS, pencilan, IPM
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ABSTRACT

COMPARISON OF ROBUST REGRESSION METHODS:
M-ESTIMATION WITH TUKEY BISQUARE WEIGHTING AND LTS
ESTIMATION IN HANDLING OUTLIERS
(Case Study: Factors Affecting the Human Development Index in Central Java in

2024)

EDIA HESTININGTIAS

21106010068

This study aims to analyze the effectiveness of robust regression methods in
handling outliers in modeling the Human Development Index (HDI) in Central Java
Province in 2024. The dependent variable used is the HDI (Y’), while the indepen-
dent variables include Expected Years of Schooling (.X;), Mean Years of Schooling
(X>), Life Expectancy at Birth (X3), and Real Per Capita Expenditure (X,), based
on regency and city data in Central Java Province in 2024. The analysis was con-
ducted using the Ordinary Least Squares (OLS) method, M-estimation with Tukey
Bisquare weighting, and the Least Trimmed Squares (LTS) estimation, following
classical assumption testing and outlier detection using leverage, DFFITS, Cook’s
Distance, and R-Student. The results indicate that the OLS method produces the
largest Residual Standard Error (RSE) of 0,1443, while M-estimation with Tukey
Bisquare weighting yields a smaller RSE of 0,1171. The LTS method demonstrates
the best performance, with the smallest RSE of 0,05997 and the highest coefficient
of determination of 0,9996. Therefore, the LTS method is the most optimal ap-
proach for addressing outliers in HDI data and produces a more stable and accurate
regression model.

Keywords: robust regression, M-Estimation, LTS, outliers, HDI
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BAB I

PENDAHULUAN

1.1. Latar Belakang Masalah

Analisis regresi merupakan metode statistik yang digunakan untuk memben-
tuk suatu hubungan fungsional antara satu atau lebih variabel independen dengan
variabel dependen. Istilah regresi pertama kali diperkenalkan oleh Sir Francis Gal-
ton pada tahun 1886. Secara umum, analisis regresi bertujuan untuk mengetahui
pengaruh variabel independen terhadap variabel dependen. Berdasarkan jumlah va-
riabel independennya, analisis regresi dibedakan menjadi regresi linier sederhana
dan regresi linier berganda, di mana regresi linier sederhana hanya melibatkan satu
variabel independen, sedangkan regresi linier berganda melibatkan lebih dari satu

variabel independen(Galton, |1886).

Metode regresi yang umum digunakan adalah Metode Kuadrat Terkecil (Ordi-
nary Least Squares/OLS). Metode ini mengestimasi parameter regresi dengan me-
minimumkan jumlah kuadrat residual. Namun, OLS memiliki beberapa asumsi
klasik yang harus dipenuhi, antara lain asumsi normalitas, tidak adanya multikoli-
nearitas, homoskedastisitas, dan tidak adanya autokorelasi. Pelanggaran terhadap
asumsi-asumsi tersebut, khususnya akibat keberadaan data pencilan (outlier), dapat

menyebabkan hasil estimasi menjadi tidak stabil dan kurang akurat.

Untuk mengatasi permasalahan tersebut, dikembangkan metode regresi ro-
bust. Metode robust pertama kali diperkenalkan oleh Peter J. Huber (1964) (Huber,

1973)). Regresi robust dirancang untuk menghasilkan estimasi parameter yang stabil



dan tidak sensitif terhadap keberadaan outlier (Huber, [1973). Dalam regresi robust
terdapat beberapa metode estimasi, antara lain Least Median of Squares (LMS), Le-
ast Trimmed Squares (LTS), Estimasi M, Estimasi S, dan Estimasi MM. Estimasi
M menggunakan Metode Kuadrat Terkecil (OLS) untuk mengestimasi parameter
regresi dengan cara meminimalkan jumlah kuadrat residual, sehingga menghasilk-
an estimasi parameter yang lebih tepat. Sementara itu, metode estimasi LTS (Least
Trimmed Squares) dikembangkan untuk mengurangi dampak data pencilan dalam
proses estimasi. Dalam metode ini, hanya sebagian residu terkecil yang dipertim-
bangkan, dengan mengabaikan nilai-nilai yang ekstrem agar hasil estimasi tidak

terpengaruh oleh data yang tidak mewakili populasi secara umum.

Salah satu konsep penting dalam regresi robust adalah breakdown point,
yaitu proporsi maksimum data pencilan yang masih dapat ditoleransi oleh suatu
metode estimasi sebelum menghasilkan estimasi yang tidak dapat diandalkan. Es-
timasi LTS memiliki nilai breakdown point hingga 50%, sehingga metode ini sa-
ngat toleran terhadap keberadaan outlier dan mampu menghasilkan estimasi yang
stabil. Sementara itu, Estimasi M merupakan metode yang paling umum digunak-
an karena memiliki efisiensi yang tinggi dan mampu mengurangi pengaruh outlier
melalui fungsi pembobot tertentu, salah satunya adalah pembobot Tukey Bisqua-

re(Perihatini et al., 2018|).

Indeks Pembangunan Manusia (IPM) merupakan indikator yang penting un-
tuk menilai kualitas hidup di suatu daerah/wilayah. Dalam penelitian ini, analisis
regresi digunakan untuk mengidentifikasi faktor-faktor yang mempengaruhi IPM.
Aspek pendidikan diwakili oleh, Harapan Lama Sekolah, dan Rata-rata Lama Se-
kolah, yang berperan penting mencerminkan pendidikan dan kualitas sumber daya

manusia. Aspek Kesehatan dipresentasikan oleh Agka Harapan Hidup, yang me-



nunjukkan kualitas kesehatan masyarakat. Sementara aspek Ekonomi dipresenta-
sikan oleh Pengeluaran Riil Perkapita yang menggambarkan kemampuan daya beli
dan tingkat ekonomi penduduk. Komponen pembangunan manusia saling berka-
itan dan memengaruhi satu sama lain, sehingga berpotensi menimbulkan multiko-
linearitas dalam pemodelan regresi. Selain itu, data pencilan yang muncul dalam
pengamatan dapat memengaruhi keakuratan estimasi parameter. Oleh karena itu,
diperlukan metode analisis yang mampu menghasilkan estimasi yang stabil dan ti-

dak sensitif terhadap outlier.

Berdasarkan hal tersebut, penelitian ini bertujuan untuk membandingkan
metode regresi robust, Estimasi M dengan pembobot Tukey Bisquare dan Estimasi
LTS dalam menganalisis hubungan dari IPM dan faktor-faktor yang mempengaru-
hinya. Nilai Residual Standarrd Error (RSE), digunakan untuk menilai keefektivi-
tasan masing-masing metode dalam menghasilkan metode yang stabil dan sesuai,

terutama ketika data mengandung outlier.

1.2. Rumusan Masalah

1. Bagaimana perbandingan hasil estimasi regresi robust menggunakan Estima-
si M dan Estimasi Least Trimmed Squares (LTS) dalam mengatasi adanya

pencilan data (outlier)?

2. Metode manakah yang lebih baik untuk mengatasi pencilan data (outlier)?

1.3. Batasan Masalah

Batasan masalah dibutuhkan untuk menghindari kesalahpahaman pada tu-
juan awal penelitian. Dalam penelitian ini penulis memberikan batasan masalah

sebagai berikut:



1. Menganalisis pencilan data dengan menggunakan Metode Regresi Robust Es-

timasi M pembobot Tukey Bisquare dan Estimasi LTS.

2. Software yang digunakan adalah R-Studio versi 4.5.1

1.4. Tujuan Penelitian

Berdasarkan rumusan masalah di atas maka tujuan penelitian ini adalah:

1. Untuk membandingkan hasil estimasi regresi robust antara Estimasi M dan

Estimasi Least Trimmed Squares (LTS) pada pencilan data (iutlier).

2. Untuk membandingkan efektivitas metode Estimasi M dan Estimasi LTS da-
lam mengatasi pengaruh pencilan pada analisis regresi, serta menentukan me-
tode yang memberikan hasil estimasi parameter regresi yang lebih robust dan

akurat terhadap data yang mengandung pencilan data (outlier).

1.5. Manfaat Penelitian

Penelitian ini diharapkan dapat memberikan manfaat berupa pemahaman
yang lebih mendalam mengenai regresi robust, yang khususnya Estimasi M dan
Estimasi LTS dalam menangani data pencilan. Pembaca juga dapat menambah wa-
wasan pengetahuan yang lebih luas serta dapat dijadikan sebagai referensi di kemu-

dian hari.

1.6. Tinjauan Pustaka

Tinjauan pustaka dalam penelitian ini berperan sebagai landasan teoritis
yang mendasari pelaksanaan penelitian serta menjadi acuan dalam memahami dan
menganalisis hubungan antar variabel yang diteliti. Selain itu, kajian pustaka ini

bertujuan untuk menghindari terjadinya duplikasi dalam penulisan karya ilmiah de-



ngan merujuk pada penelitian-penelitian terdahulu yang relevan. Adapun uraian
tinjauan pustaka yang menjadi dasar penyusunan tugas akhir ini disajikan sebagai

berikut:

1. (Muamalah et al., 2024) Membahas perbandingan model regresi robust meng-
gunakan tiga metode estimasi, yaitu estimasi Method of Moment (MM), es-
timasi M (Maximum Likelihood Type), dan estimasi Least Trimmed Square
(LTS), dengan studi kasus pada data produksi padi di Kecamatan Sekaran,
Kabupaten Lamongan. Hasil penelitian menunjukkan bahwa dari ketiga me-
tode yang digunakan, regresi robust estimasi LTS memberikan hasil terbaik

dalam memodelkan data yang mengandung outlier.

2. (Azizah & Wachidah, 2022) Regresi robust Estimasi M digunakan sebagai
solusi atas permasalahan pencilan (outlier) yang menyebabkan pelanggaran
asumsi klasik regresi, khususnya normalitas, pada data tingkat pengangguran
di Indonesia tahun 2020. Metode ini menggunakan dua jenis pembobot, yaitu
Huber dan Tukey Bisquare. Hasil penelitian menunjukkan bahwa pembobot
Tukey Bisquare menghasilkan model regresi yang lebih baik dibandingkan
Huber, ditunjukkan oleh nilai Adjusted R-square yang lebih tinggi (45,88%)
dan nilai Residual Standard Error (RSE) yang lebih kecil (1,214). Oleh ka-
rena itu, regresi robust Estimasi M dengan pembobot Tukey Bisquare diang-
gap lebih efektif dalam memodelkan hubungan antara tingkat pengangguran
terbuka dengan variabel upah minimum provinsi dan jumlah angkatan kerja,

terutama dalam kondisi data yang tidak memenuhi asumsi normalitas.

3. (SETYOWATT et al., 2021) Membahas perbandingan antara metode regresi
robust yaitu metode Least Trimmed Square (LTS) dan Estimasi S untuk da-

ta produksi padi Kabupaten Blitar. Penelitian ini menggunakan 7 variabel



independen. Hasil dari peneitian ini adalah metode LTS lebih baik dalam

mengatasi data pencilan (outlier) dibandingkan dengan dengan Estimasi S.

. (Rohmah et al., |2020) Membahas perbandingan antara metode Least Trim-
med Square (LTS) dan Estimasi M. Kedua metode ini dibandingkan untuk
menentukan mana yang memberikan estimasi terbaik terhadap jumlah kasus
tuberkulosis di Indonesia. Hasil penelitian menunjukkan bahwa metode LTS

lebih baik.

. (Rahman & Widodo, [2018)) Penelitian ini bertujuan untuk membandingkan
ketiga metode estimasi (Estimasi M, Estimasi LTS, dan Estimasi MM) da-
lam konteks produksi jagung di Indonesia, dengan fokus pada nilai residual
standard error dan adjusted R-square sebagai kriteria evaluasi. Hasil dari pe-
nelitian ini diharapkan dapat memberikan wawasan yang lebih baik mengenai
metode estimasi yang paling tepat untuk data yang terpengaruh oleh pencilan.
Hasil penelitian menunjukkan bahwa metode S lebih baik dengan nilai RSE

paling kecil.



Tabel 1.1 Tinjauan Pustaka

No | Penulis Metode Penelitian | Persamaan Perbedaan
1. | Muamalah, A. F, | Estimasi Method of | Perbandingan sama- | Membandingkan
Ngastiti, P. T. B., & | Moment (MM), esti- | sama menggunakan | Estimasi LTS dan
Isro’il, A. (2024) masi M (Maximum | Estimasi M dan Es- | Estimasi M pada
Likelihood  Type), | timasi LTS regresi robust de-
dan estimasi Least ngan menggunakan
Trimmed Square pembobot Tukey
(LTS) Bisquare
2. | Zizah, R. J. & Wa- | Regresi robust Es- | Sama-sama meng- | Membandingkan
chidah, L. (2022) timasi M pembobot | gunakan  Estimasi | Estimasi LTS dan
Huber & Tukey Bi- | M dan pembobot | Estimasi M pada
square Tukey Bisquare regresi robust de-
ngan menggunakan
pembobot Tukey
Bisquare
3. | Setyowati, E., Akba- | Estimasi Least Trim- | Perbandingan sama- | Membandingkan
rita, R., & Robby, R. | med Square (LTS) | sama menggunakan | Estimasi LTS dan
R. (2021) dan Estimasi S Estimasi LTS Estimasi M pada
regresi robust de-

ngan menggunakan
pembobot Tukey

Bisquare




No | Penulis Metode Penelitian | Persamaan Perbedaan
4. | Rohmah, D., Susan- | Estimasi Least Trim- | Perbandingan sama- | Membandingkan
ti, Y., & Zukhronah, | med Square (LTS) | sama menggunakan | Estimasi LTS dan
E. (2020) dan Estimasi S, dan | Estimasi M dan Es- | Estimasi M pada
estimasi Least Trim- | timasi LTS regresi robust de-
med Square (LTS) ngan menggunakan
pembobot Tukey
Bisquare
5. | Rahman, M. B. & | Estimasi M, Estima- | Sama-sama meng- | Membandingkan
Widodo, E. (2018) si LTS, dan Estimasi | gunakan Estimasi M | Estimasi LTS dan
MM dan Estimasi LTS Estimasi M pada
regresi robust de-

ngan menggunakan
pembobot Tukey

Bisquare

1.7. Sistematika Penulisan

BAB I

BAB II

Sistematika pada penelitian ini yaitu:

Bab ini membahas tentang latar belakang masalah, batasan masa-

lah, rumusan masalah, tujuan penelitian, manfaat penelitian, tin-

jauan pustaka, metode penelitian, dan sistematika penulisan.

Bab ini membahas tentang dasar-dasar dari teori yang akan digu-

nakan sebagai penunjang, alat bantu dan penguat dalam penelitian

terkait analisis regresi robust.estimasi M dan estimasi LTS.




BAB III

BAB IV

BAB V

BAB VI

Bab ini membahas tentang cara memperoleh sumber data, meng-
olah metode yang digunakan, serta analisis yang digunakan.

Bab ini berisi tentang metode analisis yang akan diteliti.

Bab ini berisikan penerapan regresi robust menggunakan estimasi
M dan estimasi LTS dengan pembobot Tukey Bisquare.

Bab ini berisikan tentang kesimpulan penelitian dan saran dari

penulis terhadap pengembangan penelitian.



BAB VI

PENUTUP

6.1. Kesimpulan

Berdasarkan hasil penelitian, diperoleh kesimpulan sebagai berikut:

1. Hasil uji asumsi klasik menunjukkan bahwa model regresi memenuhi asumsi
normalitas, homoskedastisitas, dan tidak adanya autokorelasi, namun dite-
mukan multikolinearitas pada beberapa variabel. Deteksi outlier menunjukk-
an adanya beberapa observasi yang berpengaruh kuat sehingga diperlukan
metode estimasi robust. Estimasi M dengan pembobot Tukey Bisquare dan
Estimasi LTS menunjukkan kemampuan yang baik dalam mendeteksi dan
mengatasi outlier. Estimasi LTS terbukti lebih unggul dalam menangani da-
ta dengan banyak outlier, sedangkan Estimasi M cocok untuk data dengan

jumlah outier sedang.

2. Perbandingan nilai RSE menunjukkan bahwa metode LTS memiliki nilai RSE
paling kecil 0,05997 dibandingkan OLS 0,1443 dan Estimasi M Tukey Bisqu-
are 0,1171. Dengan demikian, metode LTS menjadi model estimasi terbaik

dengan persamaan:

A

V = 4,8439 + 1,1353X, + 0,4690X, + 0, 4609X; + 0, 7845 X .

Variabel seperti Harapan Lama Sekolah, Rata-rata Lama Sekolah, Angka Ha-

rapan Hidup, dan Pengeluaran Riil Perkapita memiliki pengaruh signifikan

63



64

terhadap Indeks Pembangunan Manusia (IPM). Analisis regresi robust berha-

sil mengidentifikasi hubungan dari faktor-faktor tersebut.

6.2. Saran

Berdasarkan hasil penelitian, disarankan agar penelitian selanjutnya meng-
gunakan jumlah sampel yang lebih besar untuk memperoleh hasil estimasi yang
lebih stabil. Peneliti juga dapat mempertimbangkan penggunaan metode robust
lainnya, seperti Estimasi MM atau Estimasi S, untuk membandingkan performa
model dalam kondisi data yang mengandung outlier. Selain itu, penambahan va-
riabel independen lain yang relevan sangat dianjurkan agar model yang dihasilkan
lebih komprehensif. Analisis lanjutan juga dapat melibatkan visualisasi residual
dan grafik diagnostik lainnya untuk memahami pola data secara lebih mendalam

serta meningkatkan kualitas pemodelan.
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