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ABSTRAK

Klasifikasi entitas medis dari catatan anamnesis pasien penting
untuk menghasilkan data klinis yang terstruktur dan sesuai dengan
standar terminologi medis seperti SNOMED-CT. Namun, catatan medis
dalam bentuk teks bebas sering kali mengandung variasi bahasa yang
tinggi, sehingga diperlukan pendekatan berbasis Natural Language
Processing (NLP). Penelitian ini bertujuan mengoptimalkan model
IndoBERT melalui tiga tahap fine-tuning untuk mengklasifikasikan
entitas medis pada catatan anamnesis pasien poli saraf. Dataset terdiri
dari 500 catatan anamnesis yang telah dilabeli secara manual
berdasarkan kategori medis seperti gejala, bagian tubuh, riwayat medis,
dan waktu.

Proses fine-tuning dilakukan menggunakan /learning rate Se-5,
batch size 4, dan epoch sebanyak tiga kali dengan variasi kombinasi
hyperparameter pada setiap versi model (V1, V2, dan V3). Hasil
evaluasi menunjukkan adanya peningkatan kinerja model seiring
penyesuaian hyperparameter. Akurasi model meningkat dari 0.856 (V1)
menjadi 0.870 (V3), sedangkan weighted FI-score naik dari 0.844
menjadi 0.850, menunjukkan peningkatan kestabilan dan ketepatan
klasifikasi entitas medis. Meskipun nilai macro Fl-score sedikit
menurun dari 0.740 menjadi 0.731, hal tersebut disebabkan oleh variasi
jumlah sampel antar kelas yang masih tidak seimbang.

Secara keseluruhan, hasil penelitian ini menunjukkan bahwa fine-
tuning bertahap pada IndoBERT efektif dalam meningkatkan performa
model untuk tugas Named Entity Recognition (NER) di bidang medis.
Model terbaik (V3) menunjukkan kemampuan yang andal dalam
mengenali entitas utama pada teks anamnesis medis berbahasa
Indonesia, sehingga berpotensi diterapkan untuk mendukung
standardisasi dan analisis data klinis di lingkungan pelayanan kesehatan.

Kata kunci: Anamnesis; Klasifikasi; IndoBERT; NLP; SNOMED-CT
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ABSTRACT

Classifying medical entities from patient anamnesis records is
essential for producing structured clinical data aligned with
standardized medical terminologies such as SNOMED-CT. However,
the free-text format of clinical notes often contains high linguistic
variability, requiring a Natural Language Processing (NLP) approach.
This study aims to optimize the IndoBERT model through three stages of
fine-tuning to classify medical entities in neurological outpatient
anamnesis records. The dataset consists of 500 manually labeled
records categorized into medical entities such as symptoms, body parts,
medical history, and time expressions.

The fine-tuning process was conducted using a learning rate of Se-
5, a batch size of 4, and three training epochs, with varying
hyperparameter combinations across three model versions (V1, V2, and
V3). Evaluation results show progressive performance improvement as
the hyperparameters were refined. The model s accuracy increased from
0.856 (V1) to 0.870 (V3), while the weighted F-score improved from
0.844 to 0.850, indicating greater stability and precision in medical
entity classification. Although the macro Fl-score slightly decreased
from 0.740 to 0.731, this was primarily due to class imbalance within
the dataset.

Overall, the findings demonstrate that stepwise fine-tuning of
IndoBERT effectively enhances model performance for medical Named
Entity Recognition (NER) tasks. The best-performing model (V3)
exhibits reliable capability in identifving key medical entities within
Indonesian-language anamnesis texts, suggesting its strong potential for
supporting clinical data standardization and analysis in healthcare
information systems.

Keywords: Anamnesis; Classification, IndoBERT: NLP; SNOMED-CT
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BAB I
PENDAHULUAN

A. Latar Belakang

Kemajuan teknologi digital di abad ke-21 telah menghadirkan
perubahan signifikan pada berbagai aspek kehidupan, khususnya dalam
sektor kesehatan. Pada era digital ini, penggunaan Electronic Health
Records (EHR) telah menjadi salah satu pilar modernisasi layanan
kesehatan, karena mampu menyimpan riwayat medis pasien secara
elektronik dan mendukung pengambilan keputusan berbasis data.
Namun, sebagian besar informasi medis dalam EHR masih berbentuk
teks narasi bebas yang tidak terstruktur, seperti keluhan pasien,
diagnosis, hingga catatan observasi dokter. Hal ini menimbulkan
tantangan dalam pemrosesan data medis, terutama ketika data tersebut
perlu dianalisis, dipertukarkan, atau dimanfaatkan untuk riset lanjutan.
(Soltani & Tomberg 2019)

Ketidakseragaman kata, istilah lokal, singkatan, dan ejaan tidak
baku dalam catatan medis menambah kompleksitas pemrosesan. Pada
titik inilah Artificial Intelligence (Al), khususnya cabang Natural
Language Processing (NLP), memainkan peran penting. NLP
memungkinkan komputer mengekstrak informasi bermakna dari teks
tidak terstruktur, mengidentifikasi entitas medis, memahami hubungan
antar konsep, hingga melakukan normalisasi istilah medis ke dalam
format standar. Seiring munculnya teknologi transformer, model bahasa
seperti BERT dan variannya berhasil membawa lompatan performa

NLP di banyak domain, termasuk domain Kesehatan (Devlin et al.



2019). Studi yang dilakukan (Abdulnazar et al. 2023) menunjukkan
bahwa pemanfaatan arsitektur transformer, seperti SapBERT, mampu
meningkatkan akurasi normalisasi istilah medis ke terminologi standar
seperti SNOMED CT. (Abdulnazar et al. 2023)

Di sektor kesehatan global, normalisasi konsep medis menjadi hal
mendasar untuk memastikan interoperabilitas data. Salah satu
terminologi standar yang banyak digunakan adalah SNOMED CT
(Systematized Nomenclature of Medicine — Clinical Terms). SNOMED
CT menyediakan kerangka hierarki konsep medis yang komprehensif
dengan jutaan istilah, sinonim, dan relasi antar konsep. Implementasi
SNOMED CT memungkinkan data medis dapat dipertukarkan lintas
rumah sakit, negara, hingga sistem kesehatan global, tanpa kehilangan
makna klinis (Chang & Sung 2024). Namun, normalisasi teks medis ke
SNOMED CT bukanlah tugas yang mudah. Teks klinis sering kali
mengandung variasi frasa, singkatan, dan konteks lokal yang berbeda-
beda, terutama di negara dengan bahasa non-Inggris.

Berbagai studi telah mencoba menjawab tantangan tersebut melalui
pengembangan model NLP domain medis. MedCAT yang
dikembangkan (Kraljevic et al. 2021) adalah salah satu toolkit ekstraksi
informasi medis multi-domain yang dapat menghubungkan istilah teks
bebas ke SNOMED CT dengan metode pembelajaran self-supervised.
MedCAT bahkan mampu menangani entitas medis baru yang belum ada
pada data pelatihan sebelumnya (Kraljevic et al. 2021). Sementara itu,
(Soltani & Tomberg 2019) dengan Text2Node mengusulkan pendekatan
yang menggabungkan embedding kata dengan embedding node dari
taxonomi SNOMED CT, sehingga dapat melakukan pemetaan istilah ke



konsep meskipun frasa tersebut tidak muncul pada data latih. (Soltani &
Tomberg 2019)

Studi lain oleh (Kalyan & Sangeetha 2020) memanfaatkan
RoBERTa untuk melakukan embedding serentak antara frasa input dan
konsep target, lalu mengukur cosine similarity untuk menentukan
pemetaan yang paling mendekati. Hasilnya menunjukkan peningkatan
akurasi signifikan pada normalisasi istilah medis di teks buatan
pengguna (Kalyan & Sangeetha 2020). (Glen et al. 2024) juga
menunjukkan bahwa pemetaan otomatis catatan medis ke SNOMED CT
maupun ICD pada dataset MIMIC-III mampu mencapai cakupan kode
hingga 97,98% dengan menggunakan pendekatan explainable Al,
membuka peluang integrasi NLP dengan sistem rekam medis nyata.
(Glen et al. 2024)

Di Indonesia, tantangan serupa bahkan lebih kompleks karena
kebanyakan catatan medis ditulis dalam bahasa Indonesia. Bahasa
Indonesia memiliki struktur, kosakata, dan variasi istilah medis lokal
yang berbeda dengan bahasa Inggris. Sayangnya, hampir semua model
NLP domain medis yang ada saat ini dilatth menggunakan korpus
berbahasa Inggris. Akibatnya, adaptasi model NLP ke bahasa Indonesia
memerlukan upaya transfer knowledge atau pelatihan ulang dengan data
lokal. Di sinilah muncul peluang penggunaan IndoBERT, model BERT
khusus bahasa Indonesia, yang dikembangkan dengan korpus berbahasa
Indonesia agar lebih kontekstual. Meskipun IndoBERT sudah terbukti
unggul dalam tugas NLP umum seperti sentiment analysis atau named
entity recognition, penelitian yang menguji kemampuannya dalam
domain catatan medis terutama untuk normalisasi ke SNOMED CT

masih sangat terbatas.



Normalisasi istilah medis dalam teks berbahasa Indonesia
memerlukan metode khusus agar dapat memetakan frasa naratif ke
konsep standar secara akurat. (Abdulnazar et al. 2023) membuktikan
bahwa pendekatan SapBERT, yang berfokus pada fine-tuning
embedding, mampu meningkatkan Fl-score pada pemetaan ke
SNOMED CT dari 0,322 menjadi 0,853 pada data Bahasa Inggris
(Abdulnazar et al. 2023). Ini menunjukkan potensi pendekatan serupa
untuk diadaptasi ke IndoBERT. Selain itu, Text2Node juga relevan
sebagai inspirasi karena berhasil memetakan frasa di domain lain ke
taxonomi besar meski tanpa data paralel yang banyak (Soltani &
Tomberg 2019)

Dengan adanya SNOMED CT sebagai acuan normalisasi,
penelitian ini diharapkan dapat berkontribusi pada upaya standarisasi
data kesehatan Indonesia. Penelitian serupa oleh (Chang & Sung 2024)
menekankan pentingnya integrasi SNOMED CT ke dalam pipeline
model bahasa besar (LLMs) agar sistem EHR dapat saling terhubung di
berbagai tingkatan pelayanan Kesehatan (Chang & Sung 2024). Apabila
IndoBERT berhasil dioptimasi untuk tugas normalisasi, maka Indonesia
akan memiliki fondasi teknologi NLP lokal yang relevan, efisien, dan
mendukung interoperabilitas data secara global.

Mengingat pentingnya standarisasi ini, penelitian “Optimasi Large
Language Model: IndoBERT dalam Klasifikasi Anamnesia
Berdasarkan SNOMED CT” diharapkan dapat menjawab tantangan
praktis dan metodologis di atas. Hasilnya tidak hanya memperkaya
kajian NLP berbahasa Indonesia, tetapi juga membuka jalan bagi sistem
EHR nasional yang terhubung dengan standar internasional. Dengan

demikian, proses ekstraksi informasi dari catatan medis tidak terstruktur



dapat dilakukan secara otomatis dan konsisten, mendukung keputusan
klinis yang lebih cepat, akurat, dan berdampak pada mutu pelayanan
kesehatan di Indonesia.
B. Rumusan Masalah
Penelitian ini berangkat dari permasalahan belum optimalnya
pemanfaatan model NLP untuk memahami dan mengklasifikasi
anamnesis berbahasa Indonesia sesuai dengan terminologi medis
internasional seperti  SNOMED-CT. Berdasarkan urian tersebut,
penelitian ini dimaksudkan untuk menjawab pertanyaan bagaimana
performa model IndoBERT dalam melakukan optimasi pemahaman dan
klasifikasi anamnesia berbahasa Indonesia berdasarkan terminologi
SNOMED-CT, serta sejauh mana fine-tuning dapat meningkatkan
akurasi dan konsistensi hasil tersebut?
C. Batasan Masalah
Dalam rangka memastikan penelitian berlangsung sesuai arah dan
tujuan yang diharapkan, yaitu mengoptimalkan model IndoBERT untuk
proses klasifikasi anamnesis berbahasa Indonesia berdasarkan
terminologi SNOMED-CT, maka penelitian ini menetapkan sejumlah
batasan, yaitu:
1. Pemrograman dilakukan menggunakan bahasa Python dengan tools
Jupyter lab
2. Model yang digunakan adalah IndoBERT base v2
(indobenchmark/indobert-base-p2) sebagai model dasar yang akan
dioptimasi melalui fine-tuning.
3. Dataset yang digunakan merupakan kumpulan anamnesis berbahasa

Indonesia, khususnya bagian keluhan/subjektif pasien, yang telah



dipersiapkan dan dianotasi secara manual sesuai standar SNOMED-
CT.

Proses evaluasi model dilakukan menggunakan metrik berbasis
akurasi, precision, recall, dan F1-score.

Fokus penelitian terbatas pada proses klasifikasi anamnesa
terminologi medis, tidak mencakup klasifikasi diagnosis, prediksi

penyakit, ataupun integrasi sistem elektronik rekam medis lainnya.

D. Tujuan Penelitian

Dengan merujuk pada rumusan serta batasan masalah yang telah

diuraikan sebelumnya, penelitian ini diarahkan untuk mengoptimalkan

kinerja model IndoBERT dalam melakukan klasifikasi anamnesis

berbahasa Indonesia berdasarkan standar terminologi SNOMED-CT

melalui proses fine-tuning. Selain itu, penelitian ini juga bertujuan untuk

mengevaluasi performa model dari aspek akurasi dan konsistensi hasil

klasifikasi menggunakan metrik evaluasi seperti akurasi, precision,

recall, dan F1-score.

E. Manfaat Penelitian

Melalui penelitian yang dilakukan, manfaat yang diharapkan adalah

sebagai berikut:

1.

Memberikan gambaran terkait penerapan model IndoBERT base v2
(indobenchmark/indobert-base-p2)  dalam  proses  klasifikasi
anamnesis berbahasa Indonesia berdasarkan terminologi SNOMED-
CT.

Mengetahui sejauh mana proses fine-tuning dapat meningkatkan
performa model IndoBERT dalam memahami dan menyelaraskan

istilah medis dengan standar SNOMED-CT.



3. Memberikan acuan awal dalam penggunaan model NLP berbasis
transformer untuk aplikasi klasifikasi terminologi medis di
Indonesia.

4. Dapat dikembangkan lebih lanjut untuk mendukung integrasi sistem
rekam medis elektronik (EHR) yang mengacu pada standar
internasional seperti SNOMED-CT.

F. Keaslian Penelitian
Dalam peninjauan literatur dan observasi dari beberapa penelitian

terdahulu, penelitian yang secara spesifik membahas optimasi model

IndoBERT base v2 (indobenchmark/indobert-base-p2) untuk tugas

klasifikasi anamnesis berbahasa Indonesia berdasarkan terminologi

SNOMED-CT belum pernah dilakukan.

Sebagian besar penelitian sebelumnya lebih berfokus pada
penerapan model NLP untuk ekstraksi informasi medis atau klasifikasi
penyakit, namun belum secara eksplisit mengkaji proses klasifikasi
istilah medis terhadap SNOMED-CT menggunakan model IndoBERT.
Oleh karena itu, penelitian ini memiliki kontribusi orisinal dalam
mengisi celah tersebut dan dapat menjadi rujukan awal dalam
pengembangan sistem NLP berbasis standar terminologi medis di

Indonesia



BAB YV
PENUTUP

A. Kesimpulan

Berdasarkan hasil penelitian ini, dapat disimpulkan bahwa proses
fine-tuning bertahap pada model IndoBERT berhasil meningkatkan
kinerja dalam melakukan klasifikasi entitas medis berdasarkan standar
SNOMED-CT. Hasil evaluasi menunjukkan bahwa akurasi model
meningkat dari 0,856 pada versi pertama menjadi 0,870 pada versi
ketiga, menandakan adanya perbaikan kemampuan model dalam
mengenali pola linguistik pada teks anamnesis medis. Nilai weighted
F1-score juga mengalami peningkatan dari 0,844 menjadi 0,850, yang
menunjukkan peningkatan konsistensi performa model terhadap
distribusi kelas yang tidak seimbang.

Meskipun nilai macro F1-score sedikit menurun dari 0,740 menjadi
0,731, hal ini masih dapat diterima mengingat macro F1 lebih sensitif
terhadap variasi antar kelas. Penurunan kecil tersebut mengindikasikan
bahwa masih terdapat beberapa entitas dengan jumlah sampel terbatas
yang sulit dikenali secara optimal. Namun secara keseluruhan, tren
peningkatan akurasi dan stabilitas prediksi menunjukkan bahwa setiap
tahap fine-tuning memberikan dampak positif terhadap kemampuan
generalisasi model.

Dengan demikian, dapat disimpulkan bahwa model IndoBERT
hasil fine-tuning versi ketiga (V3) memberikan performa terbaik di
antara semua versi yang diuji. Model ini tidak hanya menunjukkan
peningkatan akurasi tertinggi, tetapi juga mempertahankan kestabilan

performa pada metrik lainnya. Hasil ini menegaskan bahwa pendekatan

69



70

fine-tuning bertahap efektif dalam mengoptimalkan kemampuan model
IndoBERT untuk ekstraksi entitas medis dari teks anamnesis pasien.
B. Saran

Untuk penelitian selanjutnya, disarankan menambah jumlah data
anamnesis, khususnya pada entitas yang jarang muncul, agar model
lebih seimbang dalam klasifikasi. Penerapan teknik augmentasi teks
juga dapat meningkatkan performa model pada label yang sulit dikenali.
Eksperimen dengan versi IndoBERT yang lebih besar atau model
transformer lain dapat menjadi alternatif untuk meningkatkan akurasi.
Selain itu, integrasi model ke dalam sistem rekam medis rumah sakit
perlu disertai evaluasi klinis dan pemantauan berkala untuk memastikan
konsistensi dan keamanan data, terutama bila terdapat perubahan pola

data anamnesis dari waktu ke waktu.
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