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INTISARI

Perbandingan Model Deep Learning Recurrent Neural Network dan Long

Short-Term Memory dalam Prediksi Harga Saham

(Studi Kasus: PT Telekomunikasi Indonesia Tbk Menggunakan Data Historis

Tahun 2014–2024)

TITI PRIHARTATI

22106010021

Data deret waktu banyak digunakan dalam analisis dan peramalan dengan
memanfaatkan pola historis untuk memperkirakan nilai pada periode mendatang.
Berbagai model linear klasik seperti ARIMA banyak digunakan karena memiliki
dasar matematis yang kuat, namun terbatas untuk menangkap pola data yang kom-
pleks, nonlinear, tidak stasioner, dan fluktuatif, seperti data harga saham. Oleh
karena itu, pendekatan deep learning, khususnya Recurrent Neural Network (RNN)
dan Long Short-Term Memory (LSTM), digunakan karena mampu memodelkan hu-
bungan nonlinear pada data berurutan. Penelitian ini bertujuan mengetahui langkah-
langkah model RNN dan LSTM, mengimplementasikan kedua model pada data har-
ga saham PT Telkom Indonesia Tbk periode 2014–2024, serta membandingkan ki-
nerja dalam melakukan prediksi harga saham. Kedua model dikembangkan dengan
arsitektur sama, terdiri dari dua hidden layer, 64 neuron, fungsi aktivasi tanh, dan
batch size 64. Evaluasi kinerja dilakukan menggunakan MSE, RMSE dan MAE.
Hasil menunjukkan LSTM lebih unggul dengan MSE 67,6683, RMSE 55,3865,
MAE 41,5585, dan waktu pelatihan 497,18 detik, sedangkan RNN memiliki MSE
9810,32, RMSE 99,05, MAE 79,67, dan waktu pelatihan 195,24 detik. Meskipun
LSTM membutuhkan waktu lebih lama, model ini lebih efektif dalam menangkap
pola pergerakan harga saham.
Kata kunci: Data deret waktu, Prediksi harga saham, Deep Learning, RNN, LSTM

xviii



ABSTRACT

Comparison of Deep Learning Models Recurrent Neural Network and Long

Short-Term Memory for Stock Price Prediction

(Case Study: PT Telekomunikasi Indonesia Tbk Using Historical Data from

2014–2024)

TITI PRIHARTATI

22106010021

Time series data are widely used in analysis and forecasting by utilizing
historical patterns to predict future values. Various classical linear models, such as
ARIMA, are commonly applied due to their strong mathematical foundation but are
limited in capturing complex, nonlinear, non-stationary, and volatile patterns, such
as stock price data. Therefore, deep learning approaches, particularly Recurrent
Neural Network (RNN) and Long Short-Term Memory (LSTM), are used because
they can model nonlinear relationships in sequential data. This study aims to ex-
plore the steps of RNN and LSTM models, implement both models on PT Telkom
Indonesia Tbk stock price data for the period 2014–2024, and compare their perfor-
mance in predicting stock prices. Both models were developed with the same archi-
tecture, consisting of two hidden layers, 64 neurons, tanh activation function, and
batch size of 64. Performance evaluation was conducted using MSE, RMSE, and
MAE. The results show that LSTM outperforms RNN with MSE 67.6683, RMSE
55.3865, MAE 41.5585, and training time of 497.18 seconds, whereas RNN has
MSE 9810.32, RMSE 99.05, MAE 79.67, and training time of 195.24 seconds. Al-
though LSTM requires a longer training time, it is more effective in capturing stock
price movement patterns.
Keywords: Time series, Stock price prediction, Deep Learning, RNN, LSTM
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BAB I

PENDAHULUAN

1.1. Latar Belakang Masalah

Data merupakan sekumpulan informasi yang diperoleh melalui proses peng-

amatan dan pengukuran, yang kemudian digunakan sebagai dasar dalam analisis

maupun pengambilan keputusan. Salah satu jenis data yang banyak digunakan da-

lam statistika adalah data deret waktu (time series), yaitu data yang dicatat secara

berurutan berdasarkan waktu dan memiliki karakteristik utama berupa ketergan-

tungan antarperiode. Menurut Shumway & Stoffer (2017), data deret waktu meru-

pakan kumpulan variabel acak yang diindeks berdasarkan urutan waktu pengama-

tannya. Karena sifatnya tersebut, pola historis dalam deret waktu menjadi sangat

penting untuk dianalisis. Pola ini kemudian digunakan dalam proses peramalan (fo-

recasting) yang merupakan metode untuk memperkirakan nilai variabel pada masa

mendatang dengan memanfaatkan informasi dari data masa lalu. Pendekatan ma-

tematis dalam forecasting memungkinkan peneliti memahami dinamika perubahan

data serta menghasilkan prediksi nilai pada periode berikutnya secara lebih akurat.

Pada peramalan untuk data deret waktu, terdapat beberapa pendekatan kla-

sik yang telah lama digunakan, seperti Autoregressive (AR), Moving Average (MA),

dan gabungannya yaitu Autoregressive Moving Average (ARMA) yang merupakan

model linear dalam pemodelan deret waktu. Ketika data bersifat tidak stasioner,

model tersebut kemudian dikembangkan menjadi Autoregressive Integrated Mo-

ving Average (ARIMA). Model-model ini memiliki dasar matematis yang kuat dan

1
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mampu memberikan hasil yang baik pada data dengan pola linear serta memenu-

hi asumsi stasioneritas. Namun, ARIMA memiliki keterbatasan dalam menangkap

pola data yang kompleks dan bersifat nonlinear, sehingga penggunaannya mungkin

tidak selalu menjamin konsistensi hasil peramalan (Sapanji et al., 2023).

Keterbatasan model ARIMA dalam menangani pola nonlinear menjadi tan-

tangan signifikan, mengingat banyak data dunia nyata terutama pada bidang ekono-

mi dan keuangan seperti harga saham, justru memiliki karakteristik tersebut. Harga

saham memiliki pergerakan yang dinamis dan dipengaruhi oleh beberapa faktor, ba-

ik internal maupun eksternal (Olpah et al., 2023). Kondisi ini sering menimbulkan

ketidakstabilan harga saham dari waktu ke waktu.

Pergerakan harga yang tidak stabil tersebut tidak hanya mencerminkan kom-

pleksitas dinamika pasar, tetapi juga menciptakan risiko yang cukup besar bagi in-

vestor. Fluktuasi harga dapat berdampak langsung terhadap potensi keuntungan

maupun kerugian, sehingga kemampuan untuk memprediksi harga saham menjadi

sangat penting dalam membantu investor mengidentifikasi peluang dan membuat

keputusan investasi yang lebih tepat. Selain itu, ketidakstabilan harga saham juga

menimbulkan tantangan metodologis dalam proses peramalan, karena pola perge-

rakannya tidak selalu mengikuti struktur yang sederhana.

Pergerakan harga saham yang fluktuatif cenderung menunjukkan pola yang

bersifat nonlinear, kompleks, dan sulit direpresentasikan oleh model linear. Model

klasik seperti Autoregressive Integrated Moving Average (ARIMA) menjadi kurang

optimal ketika pola hubungan antarvariabel tidak lagi mengikuti bentuk fungsi li-

near atau ketika terdapat fluktuasi jangka panjang yang dinamis. Selain itu, model

klasik membutuhkan asumsi ketat, seperti kestasioneran data dan distribusi residual

yang normal, sehingga penerapannya pada data yang bersifat acak dan tidak stabil
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sering kali menghasilkan tingkat kesalahan prediksi yang cukup besar.

Untuk mengatasi keterbatasan model prediksi tersebut, pendekatan berbasis

deep learning mulai banyak dikembangkan dalam analisis harga saham. Metode

ini tidak memerlukan asumsi distribusi tertentu serta mampu mengenali pola no-

nlinear secara adaptif. Deep learning merupakan cabang dari machine learning

yang memanfaatkan arsitektur jaringan saraf berlapis dalam (deep neural network)

(Yudistira & Kom, 2024). Perkembangan konsep deep learning sendiri tidak lepas

dari peran Geoffrey Hinton(LeCun et al., 2015). Dibandingkan metode klasik, deep

learning memiliki kemampuan lebih unggul dalam mengenali dan menangkap pola-

pola kompleks dari data historis harga saham (Jiang, 2021). Penelitian (Shah et al.,

2022) juga menunjukkan bahwa pendekatan berbasis deep learning mampu meng-

hasilkan prediksi yang lebih akurat pada data harga saham yang bersifat dinamis

dan fluktuatif.

Salah satu model deep learning yang efektif untuk mempelajari ketergan-

tungan antarwaktu adalah Recurrent Neural Network (RNN). Arsitektur jaringan

ini pertama kali diperkenalkan oleh Jeffrey L. Elman pada tahun 1990 melalui mo-

del yang dikenal dengan Simple Recurrent Network (SRN) (Elman, 1990). Model

ini memiliki kemampuan memproses data berurutan dengan mempertahankan infor-

masi dari waktu sebelumnya melalui mekanisme memori internal, sehingga cocok

digunakan untuk analisis deret waktu. Namun, RNN tradisional menghadapi ken-

dala utama berupa masalah vanishing gradient, yang membatasi kemampuannya

dalam mempelajari pola jangka panjang (Gajamannage et al., 2023). Kondisi ini

terjadi karena gradien yang dipropagasi melalui banyak langkah waktu cenderung

mengecil secara eksponensial, sehingga informasi dari masa lalu sulit dipelajari se-

cara efektif selama proses pelatihan.
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Sebagai solusi dari permasalahan tersebut, dikembangkan model Long Short-

Term Memory (LSTM) yang memiliki struktur lebih kompleks namun efektif da-

lam menyimpan informasi penting dalam jangka panjang melalui sistem gates yang

mengatur aliran informasi. LSTM pertama kali diperkenalkan oleh Hochreiter dan

Schmidhuber (1997) (Hochreiter & Schmidhuber, 1997). Model ini memiliki tiga

komponen utama, yaitu input gate, forget gate, dan output gate, yang bekerja bersa-

ma untuk mengatur aliran informasi melalui memori sel (Lawi et al., 2022). Dengan

mekanisme ini, LSTM efektif mengelola ketergantungan jangka panjang pada data

keuangan dan terbukti unggul dalam memprediksi arah harga saham. Selain itu,

struktur gated pada LSTM memungkinkan penanganan long-term dependency se-

cara lebih stabil dan akurat dibandingkan RNN standar.

Penelitian ini memanfaatkan data harga saham PT Telekomunikasi Indone-

sia Tbk (TLKM) selama periode 2014 hingga 2024. Pergerakan harga saham terse-

but secara visual disajikan pada Gambar 1.1

Gambar 1.1 Pergerakan Harga Saham TLKM(2014-2024)

Berdasarkan grafik pada Gambar 1.1, terlihat bahwa pergerakan harga sa-
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ham TLKM menunjukkan karakteristik yang bersifat nonlinear, fluktuatif, memiliki

ketergantungan antarwaktu, serta menunjukkan pola jangka pendek dan jangka pan-

jang yang kompleks, yang sulit ditangkap oleh model statistik linear konvensional.

Pemilihan rentang waktu penelitian selama tahun 2014 hingga 2024 didasarkan pa-

da pertimbangan bahwa periode tersebut mencakup berbagai kondisi pasar, seperti

masa sebelum pandemi, saat pandemi COVID-19, hingga masa pemulihan setelah

pandemi. Rentang data selama 10 tahun juga memungkinkan model prediksi untuk

belajar dari berbagai perubahan tren harga yang terjadi. Hal ini menjadikan saham

PT Telekomunikasi Indonesia Tbk (TLKM) sebagai studi kasus yang relevan untuk

menguji kemampuan model deep learning dalam mengenali pola data yang dinamis

dan kompleks.

Selain itu saham PT Telekomunikasi Indonesia Tbk (TLKM) juga dikenal

sebagai salah satu saham blue chip dan termasuk dalam indeks LQ45 yang meru-

pakan indeks utama BEI yang mencerminkan kinerja 45 saham dengan likuiditas

tinggi dan kapitalisasi pasar besar(Team Brandcom BRIDS, 2025). Sebagai perusa-

haan milik negara yang bergerak di bidang telekomunikasi dan teknologi informasi,

TLKM memiliki kinerja yang stabil dan likuiditas tinggi sehingga menarik minat

banyak investor. Saham TLKM juga merepresentasikan sektor industri yang erat

kaitannya dengan perkembangan teknologi. Sektor telekomunikasi terus mengala-

mi pertumbuhan pesat seiring meningkatnya penggunaan internet, perangkat digital,

serta digitalisasi layanan publik dan bisnis. Oleh karena itu, pergerakan harga sa-

ham TLKM tidak hanya dipengaruhi oleh faktor ekonomi makro, tetapi juga oleh

inovasi teknologi dan perubahan kebutuhan masyarakat.

Meskipun model RNN dan LSTM telah banyak digunakan dalam penelitian

prediksi harga saham, hasil yang diperoleh sering kali berbeda karena perbedaan



6

karakteristik data dan konfigurasi model yang digunakan. Model deep learning

memang dapat diterapkan pada berbagai jenis data, namun performanya sangat ber-

gantung pada penyesuaian arsitektur seperti jumlah neuron, jumlah epoch, serta

ukuran batch size, agar model tidak mengalami overfitting. Oleh karena itu, pe-

nelitian ini berupaya melakukan perbandingan kembali performa RNN dan LSTM

dengan arsitektur yang disesuaikan terhadap karakteristik data saham TLKM peri-

ode 2014–2024.

Dengan demikian, membandingkan performa antara RNN dan LSTM men-

jadi langkah penting untuk mengetahui arsitektur model mana yang lebih unggul

dalam memprediksi harga saham TLKM, khususnya pada data historis yang memi-

liki fluktuasi tinggi dan kompleksitas yang kuat. Hasil dari penelitian ini diharapkan

dapat memberikan kontribusi dalam literatur akademik terkait penerapan model de-

ep learning untuk prediksi harga saham di Indonesia, serta memberikan manfaat

praktis sebagai referensi bagi investor, analis pasar, maupun pengembang sistem re-

komendasi saham dalam memilih metode yang tepat berdasarkan karakteristik data.

Selain itu, hasil penelitian ini juga dapat menjadi dasar bagi penelitian selanjutnya

yang mengeksplorasi model jaringan saraf lainnya guna meningkatkan akurasi dan

stabilitas prediksi harga saham.

1.2. Rumusan Masalah

Berdasarkan uraian pada latar belakang diperoleh rumusan masalah dari pe-

nelitian ini yaitu sebagai berikut:

1. Bagaimana prosedur dan tahapan penerapan model Recurrent Neural Net-

work (RNN) dan Long Short-Term Memory (LSTM) dalam proses prediksi

harga saham?
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2. Bagaimana kinerja model Recurrent Neural Network (RNN) dan Long Short-

Term Memory (LSTM) dalam memprediksi harga saham TLKM berdasarkan

data historis tahun 2014–2024?

3. Bagaimana evaluasi model menunjukkan perbandingan kinerja antara Recur-

rent Neural Network (RNN) dan Long Short-Term Memory (LSTM) dalam

memprediksi harga saham TLKM untuk menentukan model yang membe-

rikan performa prediksi yang lebih baik?

1.3. Batasan Masalah

Agar fokus pada sasaran yang diharapkan maka perlu dilakukan pembatasan

masalah dalam penelitian ini sebagai berikut:

1. Penelitian ini menggunakan data historis harga saham harian PT Telekomuni-

kasi Indonesia Tbk (TLKM) periode 2014–2024 yang terdaftar di Bursa Efek

Indonesia (BEI), dengan variabel Close sebagai satu-satunya data input dan

target dalam pemodelan.

2. Model deep learning yang dibandingkan hanya terbatas pada Recurrent Neu-

ral Network (RNN) dan Long Short-Term Memory (LSTM).

3. Evaluasi performa model hanya menggunakan tiga metrik, yaitu Mean Squ-

ared Error (MSE), Root Mean Squared Error (RMSE), dan Mean Absolute

Error (MAE).

4. Implementasi dan pelatihan model dilakukan menggunakan Python ver-

si 3.12.12 dengan akselerator perangkat keras GPU T4 untuk pengolahan

data deret waktu. Library yang digunakan mencakup Pandas dan Num-

Py, sedangkan arsitektur RNN dan LSTM dibangun menggunakan Ke-
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ras/TensorFlow.

Dengan pembatasan ini, diharapkan hasil yang diperoleh lebih fokus dan

dapat dianalisis secara mendalam.

1.4. Tujuan Penelitian

Tujuan dari penelitian ini adalah sebagai berikut:

1. Mengidentifikasi tahapan dan prosedur penerapan model Recurrent Neural

Network (RNN) dan Long Short-Term Memory (LSTM) yang digunakan da-

lam proses prediksi harga saham.

2. Membangun dan mengimplementasikan model Recurrent Neural Network

(RNN) dan Long Short-Term Memory (LSTM) untuk memprediksi harga sa-

ham TLKM berdasarkan data historis periode 2014–2024.

3. Membandingkan kinerja model RNN dan LSTM dalam memprediksi harga

saham TLKM serta menentukan model yang memberikan hasil prediksi lebih

akurat berdasarkan metrik evaluasi, yaitu Mean Squared Error (MSE), Root

Mean Squared Error (RMSE), dan Mean Absolute Error (MAE).

1.5. Manfaat Penelitian

Penelitian ini diharapkan dapat memberikan manfaat baik secara akademis

maupun praktis. Secara akademis, penelitian ini diharapkan dapat memperkaya li-

teratur mengenai penerapan model deep learning untuk analisis runtun waktu (time

series) melalui perbandingan Recurrent Neural Network (RNN) dan Long Short-

Term Memory (LSTM) pada saham TLKM periode 2014–2024. Selain itu, peneli-

tian ini juga memberikan bukti empiris mengenai efektivitas masing-masing model
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deep learning dalam memprediksi harga saham. Hasil penelitian ini diharapkan da-

pat menjadi referensi ilmiah bagi penelitian selanjutnya atau sebagai dasar dalam

mengembangkan pendekatan baru dalam pemodelan prediktif.

Secara praktis, penelitian ini memberikan gambaran nyata bagi investor,

analis pasar, serta praktisi keuangan mengenai penggunaan model RNN dan LSTM

dalam memprediksi harga saham berdasarkan data historis. Informasi yang dipero-

leh diharapkan dapat membantu proses pengambilan keputusan investasi. Dengan

demikian, hasil penelitian ini tidak hanya menambah wawasan akademis, tetapi juga

memberikan manfaat langsung dalam bidang investasi dan pengolahan data saham

berbasis deep learning.

1.6. Tinjauan Pustaka

Pada penelitian ini, penulis menggunakan beberapa penelitian terdahulu se-

bagai rujukan dan batasan untuk memperkuat kajian yang dilakukan serta meng-

hindari duplikasi penelitian. Adapun penelitian-penelitian tersebut adalah sebagai

berikut:

1. Penelitian yang dilakukan oleh Nilsen (2022) membahas perbandingan kiner-

ja tiga model, yaitu RNN, LSTM dan GRU dalam memprediksi harga saham

pada indeks LQ45. Pengujian dilakukan dengan menggunakan hyperpara-

meter yang sama, yaitu jumlah epoch sebesar 200, batch size = 32, optimizer

= Stochastic Gradient Descent (SGD), dan jumlah unit neuron sebanyak 24.

Objek penelitian ini menggunakan data harga saham LQ45 sejak pertama ka-

li terdaftar di Bursa Efek Indonesia hingga 20 April 2022. Evaluasi kinerja

model dilakukan menggunakan metrik RMSE, MSE dan MAE. Hasil peneli-

tian menunjukkan bahwa GRU memiliki kinerja terbaik dengan galat paling
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kecil. Akurasinya lebih tinggi 52% dari RNN dan 47.53% dari LSTM, se-

mentara LSTM hanya 11% lebih baik dari RNN.

2. Penelitian Pipin et al. (2023) membahas prediksi pergerakan harga saham

menggunakan pendekatan deep learning dengan model RNN–LSTM yang

dioptimasi menggunakan Adaptive Moment Estimation (Adam). Objek yang

digunakan adalah data historis saham dari Bursa Efek Indonesia (BEI), yaitu

saham BBCA, BBRI, BMRI, ICBP, TLKM, dan UNVR dari 29 Juli 2019

hingga 24 Mei 2022. Arsitektur model terdiri dari empat lapisan LSTM de-

ngan jumlah unit neuron sebanyak 64, nilai dropout sebesar 0.25, serta opti-

masi menggunakan Adam. Evaluasi model menggunakan Mean Squared Er-

ror (MSE) dan Mean Percentage Error (MPE). Hasil penelitian menunjukkan

bahwa model RNN-LSTM mampu memprediksi harga saham yang mendeka-

ti nilai aktual, dengan nilai MSE rendah sebesar 0.0109012 dan MPE sebesar

1.74%.

3. Penelitian AJ & Ghufron (2025) membandingkan kinerja RNN dan LSTM

untuk memprediksi harga penutupan saham Bank Mandiri (BMRI) mengguna-

kan data dari tahun 2018 hingga 2024. Kedua model tersebut dirancang de-

ngan arsitektur sekuensial yang terdiri dari dua lapisan dengan 128 dan 64

unit neuron, diikuti oleh dua lapisan dense. Evaluasi dilakukan mengguna-

kan metrik Root Mean Square Error (RMSE) dan Mean Absolute Percentage

Error (MAPE). Berdasarkan hasil pengujian dan nilai rata-rata evaluasi, me-

tode LSTM terbukti lebih unggul dibandingkan RNN, dengan rata-rata RMSE

LSTM sebesar 109,43 dan MAPE sebesar 1,41%, yang lebih rendah diban-

dingkan rata-rata RMSE RNN sebesar 170,22 dan MAPE sebesar 2,34%.

4. Penelitian Abbas et al. (2024) bertujuan untuk memprediksi harga penutupan



11

saham pada sepuluh indeks saham gabungan (JKSE, FTSE, ASX, CAC40,

DAX, DJI, HIS, N225, NASDAQ, dan SP500) menggunakan tiga algoritma

deep learning, yaitu LSTM, GRU, dan RNN. Model-model ini dibangun de-

ngan arsitektur yang seragam dan diuji dalam dua skenario konfigurasi pa-

rameter yang berbeda, yaitu Percobaan 1 (batch size = 1, epoch = 3) dan

Percobaan 2 (batch size = 32, epoch = 60). Evaluasi kinerja model dila-

kukan menggunakan metrik regresi, termasuk R-squared Score (R2), MAE,

MSE, dan RMSE. Hasil penelitian menunjukkan bahwa kinerja model sangat

bergantung pada parameter pelatihan. Pada Percobaan 1, LSTM mengung-

guli algoritma lainnya dan pada Percobaan 2, GRU mengungguli LSTM dan

RNN. Meskipun demikian, penelitian ini menyimpulkan bahwa LSTM memi-

liki potensi untuk berkinerja lebih baik dan memberikan prediksi yang lebih

akurat ketika menggunakan dataset yang lebih besar.

5. Penelitian Andriyanto & Rianto (2022) bertujuan untuk mengoptimalkan mo-

del dalam memprediksi harga saham yang berfluktuasi sedang, seperti Oracle

Corporation dan saham di Bursa Efek Indonesia (BEI) seperti ASII, UN-

VR, BBRI, dan BBKP, dengan menggunakan perbandingan tiga model, yaitu

RNN, LSTM dan GRU. Setelah dilakukan hyperparameter tuning menggu-

nakan optimizer Adam, Adamax, dan RMSProp, jumlah epoch 100–300, ser-

ta learning rate 0,01 pada arsitektur Neural Network sederhana (4 input, 1

hidden layer dengan 32 neuron, dan 1 output layer), model RNN dengan

optimizer Adam, epochs 100 menunjukkan kinerja terbaik. Model optimal

ini mencapai nilai R-Square sebesar 0,96 dan terbukti efektif ketika diterap-

kan pada saham BEI, dengan nilai R-Square yang tinggi pada saham UNVR

(0,97), BBRI (0,97), dan ASII (0,96).
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6. Penelitian yang dilakukan oleh Nurashila et al. (2023) membahas prediksi ke-

macetan lalu lintas jaringan pada PT XYZ dengan membandingkan kinerja al-

goritma RNN dan LSTM. Pengujian dilakukan dengan menggunakan hyper-

parameter yang telah ditentukan, yaitu terdiri dari 1 input layer, 4 hidden

layer dengan dropout, dan 1 output layer, jumlah epoch sebanyak 75, batch

size = 64, serta optimizer Adam. Evaluasi performa dilakukan menggunakan

metrik RMSE, MAE, dan R-Squared. Hasil penelitian menunjukkan bahwa

model LSTM memiliki performa yang lebih baik dibandingkan RNN. Un-

tuk model LSTM diperoleh nilai MAE sebesar 0.70780, nilai RMSE sebesar

1.39910, serta nilai R-Squared sebesar 0.99263 atau sekitar 99.2%. Sedang-

kan pada model RNN, diperoleh nilai MAE sebesar 0.77640, nilai RMSE

sebesar 1.51019, dan nilai R-Squared sebesar 0.99142 atau sekitar 99.1%.

Berdasarkan hasil tersebut, dapat disimpulkan bahwa model LSTM membe-

rikan akurasi prediksi yang lebih tinggi dibandingkan RNN dalam mempre-

diksi kemacetan lalu lintas jaringan pada PT XYZ.

7. Penelitian Luthfi & Syah (2025) membahas tentang model deep learning un-

tuk analisis prediksi harga saham menggunakan metode LSTM. Objek yang

digunakan dalam penelitian ini merupakan data historis saham PT Astra In-

ternational Tbk (ASII.JK) periode 1 Januari 2010 hingga 22 Mei 2024. Me-

tode yang digunakan adalah pemodelan dengan algoritma LSTM. Arsitektur

model terdiri dari empat lapisan LSTM dengan konfigurasi 128–128–64–64

unit, fungsi aktivasi tan, dropout 0.4, satu lapisan dense keluaran, batch size

64, dan 100 epoch. Evaluasi model menggunakan MAE, RMSE, dan MAPE.

Hasil penelitian menunjukkan bahwa model LSTM cukup akurat dengan ni-

lai MAE sebesar 87.69 (1.44%), RMSE sebesar 1.92%, dan MAPE sebesar
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1.45%.

Berdasarkan beberapa penelitian yang telah diuraikan sebelumnya, banyak

studi telah menggunakan model Recurrent Neural Network (RNN) dan Long Short-

Term Memory (LSTM) dalam peramalan dengan hasil akurasi yang baik. Namun,

belum banyak penelitian yang secara spesifik membandingkan kinerja model RNN

dan LSTM dengan arsitektur yang seragam dalam prediksi harga saham TLKM

menggunakan periode data yang panjang. Oleh karena itu, penelitian ini difokuskan

pada perbandingan kinerja model RNN dan LSTM dalam memprediksi harga saham

TLKM dengan periode data 2014–2024.

Pemilihan kedua model ini dilakukan untuk menjaga fokus penelitian serta

memungkinkan analisis yang lebih mendalam dan konsisten terhadap karakteristik

data time series yang digunakan. Selain itu, periode penelitian mencakup kondisi

pasar sebelum, saat, dan setelah pandemi COVID-19, sehingga diharapkan dapat

memberikan gambaran yang lebih komprehensif mengenai kemampuan kedua mo-

del dalam menghadapi data yang dinamis dan berfluktuasi.

Secara umum, kedua metode memiliki kelebihan dan kekurangan masing-

masing. Model RNN memiliki arsitektur yang lebih sederhana, lebih ringan secara

komputasi, serta proses pelatihan yang relatif cepat. Namun, RNN memiliki keter-

batasan dalam menangani long-term dependencies karena rentan terhadap masalah

vanishing gradient. Sebaliknya, model LSTM mampu mempertahankan informasi

jangka panjang melalui mekanisme gate, sehingga lebih efektif dalam mempelajari

pola pada data urutan yang panjang dan kompleks. Akan tetapi, arsitektur LS-

TM yang lebih kompleks menyebabkan proses pelatihan menjadi lebih lambat dan

membutuhkan sumber daya komputasi yang lebih besar dibandingkan RNN.

Meskipun terdapat model turunan lain seperti Gated Recurrent Unit (GRU)
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yang terbukti mampu memberikan performa yang kompetitif dan lebih efisien da-

lam beberapa studi, model tersebut tidak disertakan dalam penelitian ini. Dalam

penelitian ini, LSTM dipilih sebagai representasi utama model recurrent berbasis

mekanisme gerbang, karena memiliki struktur memori yang lebih lengkap diban-

dingkan GRU, sehingga perbandingan antara RNN dan LSTM dinilai telah cukup

mewakili perbedaan mendasar antara arsitektur tanpa dan dengan mekanisme pe-

ngendalian memori. Dengan demikian, penelitian ini difokuskan untuk memberikan

analisis yang lebih mendalam terhadap karakteristik, kelebihan, serta keterbatasan

RNN dan LSTM dalam memodelkan pergerakan harga saham TLKM.

Untuk menjelaskan persamaan dan perbedaan antara penelitian ini dengan

penelitian terdahulu, dapat dilihat pada Tabel 1.1.

Tabel 1.1 Persamaan dan Perbedaan Penelitian Sekarang dengan Penelitian Terdahulu

No Peneliti Persamaan Perbedaan
Penelitian terdahulu Penelitian ini

1 Nilsen (2022) Prediksi harga
saham RNN dan
LSTM, metrik
MSE/RMSE/MAE

3 model (RNN, LS-
TM, GRU), saham
LQ45 (semua saham
sejak awal sampai
20/04/2022), optimi-
zer SGD, 200 epoch,
batch 32, 24 neuron.
Hasil: GRU unggul,
LSTM 11% dari
RNN, LSTM < GRU
(47,5%)

2 model (RNN
dan LSTM), saham
TLKM 2014–2024,
2 hidden layer 64
neuron, dropout 0.2,
optimizer Adam,
batch 64

2 Pipin et al.
(2023)

RNN-LSTM
untuk prediksi
harga saham
BEI

6 saham (BBCA,
BBRI, BMRI, ICBP,
TLKM, UNVR)
dari 29 Juli 2019
hingga 24 Mei 2022.
4 LSTM layer, 64
neuron/layer, dro-
pout 0.25, optimizer
Adam. Hasil: MSE
0.0109, MPE 1.74%

Saham TLKM dari
Januari 2014 hingga
Desember 2024. 2
hidden layer 64 neu-
ron, dropout 0.2, op-
timizer Adam, batch
64
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No Peneliti Persamaan Perbedaan
Penelitian terdahulu Penelitian ini

3 AJ & Ghufron
(2025)

Prediksi harga
saham RNN
dan LSTM

Saham BMRI 2018–
2024, 2 hidden layer
(128 dan 64 neuron),
2 dense layer. Model
RNN menghasilk-
an RMSE 170.22
dan MAPE 2.34%,
sedangkan LSTM
menghasilkan RMSE
109.43 dan MAPE
1.41%.

Saham TLKM
2014–2024, 2
hidden layer 64
neuron, dropout 0.2,
optimizer Adam,
batch 64, RMSE dan
MAPE dihitung

4 Abbas et al.
(2024)

RNN dan LS-
TM dalam pre-
diksi saham

3 model (RNN, LS-
TM, GRU). 10 indeks
global (JKSE, FTSE,
ASX, CAC40, DAX,
DJI, HIS, N225,
NASDAQ, SP500),
2 skema parameter
(batch/epoch). Hasil:
kinerja tergantung
parameter; LSTM
potensial lebih baik
untuk dataset besar

Saham TLKM,
RNN dan LSTM,
2 hidden layer 64
neuron, batch/epoch
tunggal, dropout 0.2

5 Andriyanto &
Rianto (2022)

Prediksi saham
BEI, RNN dan
LSTM

3 model (RNN, LS-
TM, GRU), saham
ASII, UNVR, BBRI,
BBKP, hyperparame-
ter tuning luas. Hasil:
RNN optimal R2 0.96

RNN dan LSTM, sa-
ham TLKM, para-
meter tetap (2 hi-
dden layer 64 ne-
uron, dropout 0.2,
Adam)

6 Nurashila
et al. (2023)

Bandingkan
RNN dan
LSTM

Kemacetan lalu lin-
tas, 4 hidden layer,
optimizer Adam, ba-
tch 64, epoch 75.
Hasil: LSTM MAE
0.708, RMSE 1.399,
R2 0.993; RNN MAE
0.776, RMSE 1.510,
R2 0.991

Saham TLKM, 2 hi-
dden layer 64 neu-
ron, dropout 0.2, op-
timizer Adam, batch
64

7 Luthfi & Syah
(2025)

Menggunakan
LSTM untuk
prediksi saham

Saham ASII, 4 LS-
TM layer (128-128-
64-64), dropout 0.4, 1
dense, batch 64, epo-
ch 100. Hasil: MAE
87.7 (1.44%), RMSE
1.92%, MAPE 1.45%

RNN dan LSTM, sa-
ham TLKM, 2 hi-
dden layer 64 ne-
uron, dropout 0.2,
batch 64, optimizer
Adam
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Berdasarkan Tabel 1.1 dapat disimpulkan bahwa persamaan utama antara

penelitian ini dan penelitian terdahulu terletak pada penggunaan metode berba-

sis deep learning dengan model RNN dan LSTM dalam memprediksi data deret

waktu (time series). Perbedaannya terletak pada objek penelitian yang secara spe-

sifik berfokus pada saham TLKM, penggunaan periode data yang lebih panjang

(2014–2024), serta penerapan arsitektur model yang seragam untuk membanding-

kan kinerja RNN dan LSTM secara lebih adil dan konsisten. Adapun judul peneliti-

an ini adalah: Perbandingan Model Deep Learning Recurrent Neural Network dan

Long Short-Term Memory dalam Prediksi Harga Saham (Studi Kasus: PT Teleko-

munikasi Indonesia Tbk Menggunakan Data Historis Tahun 2014–2024)

Dengan adanya penelitian ini, diharapkan dapat memberikan kontribusi baru

berupa analisis yang lebih terfokus dan mendalam terhadap performa model RNN

dan LSTM dalam memodelkan pergerakan harga saham TLKM periode 2014–2024

yang bersifat dinamis. Secara spesifik, penelitian ini juga bertujuan menyajikan

pemahaman komprehensif mengenai pengaruh karakteristik data dan konfigurasi

arsitektur kedua model tersebut terhadap performa prediksinya, sekaligus menjadi

pembaruan empiris bagi studi-studi terdahulu.

1.7. Sistematika Penulisan

Sistematika penelitian ini yaitu:

BAB I PENDAHULUAN

Bab ini berisi tentang latar belakang, rumusan masalah, batasan masalah, tujuan

penelitian, manfaat penelitian, tinjauan pustaka, dan sistematika penulisan.

BAB II DASAR TEORI

Bab ini menjelaskan landasan teori yang menjadi acuan, berisi tentang konsep, hi-

potesis, dan rancangan penelitian.
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BAB III METODE PENELITIAN

Bab ini membahas metode penelitian yang akan digunakan dalam pemecahan ma-

salah, berisi tentang pendekatan penelitian, sumber data, metode pengolahan data,

dan diagram analisis data.

BAB IV HASIL DAN PEMBAHASAN

Bab ini memaparkan proses analisis data, kemudian hasilnya diinterpretasikan se-

cara terperinci.

BAB V PENUTUP

Bab ini berisi kesimpulan dan saran dari penelitian yang dilakukan oleh penulis.



BAB V

PENUTUP

5.1. Kesimpulan

Berdasarkan hasil pembahasan pada bab IV, maka diperoleh simpulan seba-

gai berikut:

1. Berdasarkan hasil penelitian, prosedur penerapan model Recurrent Neural

Network (RNN) dan Long Short-Term Memory (LSTM) dalam prediksi har-

ga saham TLKM telah diidentifikasi melalui beberapa tahapan utama. Tahap

awal dilakukan dengan pengumpulan data historis harga saham. Selanjut-

nya, dilakukan Exploratory Data Analysis (EDA) yang meliputi pemahaman

struktur data, identifikasi missing value, serta analisis dan visualisasi awal

untuk memperoleh gambaran pola pergerakan data. Tahap berikutnya adalah

prapemrosesan data yang mencakup penghapusan data duplikat, normalisa-

si data, penanganan outlier, pembagian data latih dan data uji, serta pem-

bentukan sliding window. Setelah itu, dilakukan uji menggunakan metode

klasik, pembangunan dan pelatihan model RNN dan LSTM dengan mene-

rapkan teknik early stopping. Tahap akhir meliputi evaluasi kinerja model,

denormalisasi hasil prediksi agar kembali ke skala data asli, serta visualisasi

perbandingan antara hasil prediksi dan data aktual. Keseluruhan tahapan ter-

sebut memungkinkan model mempelajari pola pergerakan data deret waktu

secara sistematis.

2. Hasil pemodelan menunjukkan bahwa baik model RNN maupun LSTM

79
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mampu mengikuti tren umum pergerakan harga saham TLKM periode

2014–2024. Model RNN menghasilkan nilai MSE sebesar 9.810,3220, RM-

SE sebesar 99,0470, dan MAE sebesar 79,6665 dengan waktu pelatihan

195,2397 detik, sedangkan model LSTM menghasilkan nilai MSE sebesar

3.067,6683, RMSE sebesar 55,3865, dan MAE sebesar 41,5585 dengan wak-

tu pelatihan 497,1760 detik. Berdasarkan hasil visualisasi kedua model ter-

lihat mampu mengikuti tren pergerakan harga saham, baik saat naik maupun

turun. Namun, prediksi model LSTM lebih halus dan konsisten dalam meng-

ikuti pola pergerakan harga, sedangkan model RNN cenderung menunjukkan

fluktuasi yang lebih besar dan penyimpangan yang lebih jelas pada beberapa

periode tertentu.

3. Berdasarkan hasil evaluasi kuantitatif maupun visualisasi hasil prediksi, dapat

disimpulkan bahwa model LSTM lebih unggul dibandingkan dengan model

RNN dalam memprediksi harga saham TLKM. Model LSTM lebih efektif

dalam mengurangi kesalahan prediksi sekaligus mempresentasikan pola per-

gerakan harga saham, baik pada kondisi tren naik maupun tren turun.

5.2. Saran

Setelah membahas perbandingan model RNN dan LSTM untuk prediksi har-

ga saham, penulis ingin menyampaikan beberapa saran.

1. Penelitian ini dapat diperluas dengan menguji model prediksi pada saham

lain, baik dalam sektor yang sama maupun sektor berbeda, sehingga dapat

diketahui konsistensi performa model.

2. Penelitian selanjutnya dapat menggunakan arsitektur model yang berbeda,

seperti Gated Recurrent Unit (GRU), Transformer, atau model hibrida untuk
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memperoleh hasil prediksi yang lebih optimal.

3. Penelitian selanjutnya dapat mengeksplorasi variasi arsitektur model dan pe-

nyesuaian hyperparameter, seperti jumlah epoch, ukuran batch size, jumlah

layer, dan jumlah neuron pada setiap lapisan, untuk mendapatkan konfigurasi

model yang lebih optimal.

4. Penelitian selanjutnya disarankan untuk mengeksplorasi penambahan para-

meter atau fitur input lainnya yang relevan dengan pergerakan harga sa-

ham, sehingga model dapat menangkap pola ketergantungan data secara lebih

komprehensif.
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